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Abstract

This work addresses the SemEval 2023 Task-
10 on binary sexism detection, focusing on
classifying tweets as sexist or not sexist using
instruct LLMs and prompt engineering tech-
niques. Our analysis focuses on comparing
the performance of two LLMs—Phi3 (devel-
oped by Microsoft) and Mistral v0.3 (devel-
oped by Mistralai)—using different prompting
techniques. The results show how the models’
performance increases when examples are pro-
vided and illustrate how these examples affect
the quality of predictions.

1 Introduction

Online sexism can inflict harm on people, es-
pecially women, who are often targeted. Auto-
matically detecting whether a sentence contains
sexist references is an increasingly important task
with applications in multiple fields, such as law
and social media. SemEval is a series of interna-
tional natural language processing (NLP) research
workshops whose mission is to advance the current
state of the art in semantic analysis. To address
online sexism issue, (Kirk et al., 2023) introduce
SemEval Task 10 on the Explainable Detection of
Online Sexism. Numerous approaches to this prob-
lem have been proposed, many of these rely on
Transformer-based fine-tuned architectures such as
RoBERTa, which has achieved impressive results
(Vallecillo-Rodríguez et al., 2023).

We have tested the performance of Phi-3-
mini-4k-instruct and Mistral-7B-Instruct-v0.3, two
decoder-only transformer-based architectures, in
recognizing whether a sentence contains sexist ref-
erences. Our work explores different prompting
techniques, specifically Zero-Shot, Few-Shot, and
Chain-of-Thought.

2 System description

Our tests were run on two models taken from

Hugging Face, namely Phi-3-mini-4k-instruct and
Mistral-7B-v0.3. Both models are transformer
decoder-only architecture, in particular:

• Phi3 mini (Abdin et al., 2024), developed by
Microsoft, is the smallest version of the Phi3
family, with 3.8 Billion parameters. It has a
vocabulary size of 32064 and uses a hidden di-
mension of 3072, with 32 heads and 32 layers.
It was trained on a total of 3.3T tokens.

• Mistral v0.3 7B (Jiang et al., 2023), developed
by MistralAI, has instead 7 Billion parameters
and, with respect to the previous versions, it
has an extended vocabulary of 32768.

Both models are already chat fine-tuned and the
chat template is: "<|user|> \n Question <|end|>\n
<|assistant|>".

3 Experimental setup and results

The pipeline of our experiments is as follows.
First, we load two datasets: a2test and demonstra-
tions. The former contains the sentences to be clas-
sified, while the latter provides example sentences
for the few-shot prompting technique. Next, we
instantiate a 4-bit quantized version of each model
along with its respective tokenizer. Finally, we con-
figure the models so that they respond with a single
sentence containing at most 100 tokens.

The prompt template used was designed to sim-
ulate an annotator tasked with detecting sexism
in text. Specifically, the prompt structured the
model’s role as that of an annotator who must clas-
sify input text as either containing sexism or not.
The prompt explicitly constrained the model’s re-
sponse to only two options: YES or NO. Prompt-
ing requires an input pre-processing phase where
we convert each input sentence into a specific in-
struction prompt. For the few-shot prompting tech-
nique, we randomly sampled two sentences from



accuracy_score fail_ratio f1-score
Phi3_zero_shot 0.643 0 0.642
Phi3_few_shot 0.67 0 0.668
Phi3_CoT 0.73 0 0.723
Mistral_zero_shot 0.59 0 0.516
Mistral_few_shot 0.697 0 0.679
Mistral_CoT 0.647 0 0.608

Table 1: Prediction metrics on the test set

the demonstrations dataset and used those two sen-
tences to format all prompts. The model then gen-
erated an answer to the provided prompt. Then we
let the model generate an answer to the provided
prompt. The models’ performances were evaluated
using fail-ratio and accuracy as metrics. The results
are shown in table 1.

4 Discussion

We observed that the models performed very
well in terms of the fail ratio; indeed, all the an-
swers were either YES or NO, as required by the
prompt. Furthermore, both models showed im-
provements in the few-shot prompting setup. This
was an expected result, as providing examples
should help the model achieve a better understand-
ing of the context. When comparing the models’
performances, we found that the Phi3 model per-
forms better than Mistral v0.3 in the zero-shot
setup, despite having about half the number of pa-
rameters compared to its counterpart (3.8B vs. 7B).
However, in the few-shot prompting setup, Mis-
tral shows a significant improvement, surpassing
Phi3. This substantial improvement could be at-
tributed to Mistral’s higher number of parameters,
which likely helps the model better understand the
examples provided.

Furthermore, we observed that the errors made
by Phi3 are balanced between sexist and non-sexist
classifications, whereas Mistral shows a stronger
bias toward categorizing sentences as sexist. This
behaviour is more pronounced in the zero-shot
prompting setup, with slight improvement in the
few-shot setup.

To better understand the errors made by the mod-
els, we looked for incorrect answers that differed
from a simple ’Yes’ or ’No’. While Phi3 does not
produce such answers, Mistral sometimes provides
responses followed by explanations. Although
these explanations are not entirely incorrect, they
suggest that the model struggles to grasp the im-
plicit undertone of the sentences. An example of

such answer is the following one:

• This statement objectifies women and reduces
them to their physical appearance, which is a
form of sexism.

Next, we analysed the correlation between the
model performances and the examples injected in
the prompts during the few-shot technique. As
shown in Figure 1, varying the examples leads to
different results. To address this issue, we decide
to use random examples for each prompt in every
run. This approach helps reduce fluctuations in the
models’ performance. Furthermore, we explored
the connection between model performance and the
number of sentences provided as examples, aiming
to determine whether there is a correlation between
performance and the number of given examples.
Our findings indicate that the performance is not
directly related to the number of samples.

We attempt to improve the models’ performance
using the Chain of Thought technique, which elicits
reasoning in Large Language Models (Wei et al.,
2022). We provide the models with some general
rules to guide their reasoning on the key points for
deciding how to classify a sentence. As shown in
Table 1, both models show improvements.

5 Conclusion

The few-shot prompting technique proves to be
the most effective for this type of task. The models
show a strong correlation between performance and
the type of examples provided. This highlights that,
to significantly improve model performance, it may
be necessary to study which examples should be in-
cluded in the prompt. Alternatively, using different
examples for each prompt could help achieve more
consistent and less biased performance. The Chain
of Thought technique also has a positive impact on
model performance.

Furthermore, experiments on a smaller dataset
(CLEF EXISTS Task 1, 2023) lead us to con-
clude that fine-tuning is essential for these tasks.
Fine-tuning allows the use of "lightweight" models,
which outperform larger LLMs, a theory supported
by recent research (Bucher and Martini, 2024) and
confirmed by our tests.

A possible future case of study could be under-
standing which examples characteristics increase
the model performances and combine them with
the chain of thought technique, giving an expla-
nation of the examples instead of only the correct
answer.



Figure 1: Models performances variability changing the
examples per class
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